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Abstract

Two effectively one-dimensional parallel coupled Bose–Einstein condensates in the presence of external potentials are studied. The system is modelled by linearly coupled Gross–Pitaevskii equations. In particular, grey-soliton-like solutions representing analogues of superconducting Josephson fluxons as well as coupled dark solitons are discussed. Theoretical approximations based on variational formulations are derived. It is found that the presence of a magnetic trap can destabilize the fluxon analogues. However, stabilization is possible by controlling the effective linear coupling between the condensates.

(Some figures may appear in colour only in the online journal)

1. Introduction

The concept of electron tunnelling between two superconductors separated by a thin insulating barrier predicted by Josephson [1] has been extended relatively recently to tunnelling of Bose–Einstein condensates (BECs) across a potential barrier by Smerzi et al [2–4]. Such tunnelling has been observed experimentally where a single [5, 6] and an array [7] of short Bose–Josephson junctions (BJJs) were realized. The dynamics of the phase difference between the wavefunctions of the condensates [2–4, 8–10] resembles that of point-like Josephson junctions [11].

Recently, a proposal for the realization of a long BJJ has been presented by Kaurov and Kuklov [12, 13]. Similarly to superconducting long Josephson junctions, one may also look for an analogue of Josephson fluxons [14] in this case. It was shown in [12, 13] that fluxon analogues (FAs) are given by coupled dark-soliton-like solutions, as the relative phase of the solutions has a kink shape with the topological phase difference equal to 2\(\pi\). Moreover, it was emphasized that FAs can be spontaneously formed from coupled dark solitons due to the presence of a critical coupling at which the two solitonic structures exchange their stability. The idea of FAs in tunnel-coupled BECs is then extended to rotational FAs in the ground state of rotating annular BECs confined in double-ring traps [15].

In this paper, we consider the existence and the stability of FAs in two coupled cigar-shaped condensates in the presence of a magnetic trap along the elongated direction modelled by the normalized coupled Gross–Pitaevskii equations [12, 13]

\[
iv_j t = -\frac{1}{2} \psi_{jxx} + \mu |\psi_j|^2 \psi_j - \omega \psi_j - k \psi_{j-1} + V \psi_j, \quad (1)
\]

where \(\psi_j, j = 1, 2\), is the bosonic field, and \(t\) and \(x\) are the time and axial coordinates, respectively. Here, we assume that the parallel quasi-one-dimensional BECs are linked effectively by a weak coupling \(k\). Note that herein \(k > 0\) (see, e.g., [16–19]) for the focusing counterpart \(k < 0\).

Extending the work [12, 13], which was without the magnetic trap, i.e. \(\Omega = 0\), we are particularly interested in the effects of \(\Omega > 0\) to the localized excitations.
When $\Omega = 0$, writing $\psi_j = |\psi_j| \exp(i\varphi_j)$, it was shown that the relative phase $\varphi = \pm (\varphi_2 - \varphi_1)$ will satisfy a modified sine–Gordon equation [12]. An FA of (1) in this case is given by the solution $\psi_1 = \psi_2 = \psi$, with

$$\psi = \pm \frac{\omega + k}{\mu} \tanh(2\sqrt{k}x) \pm i \frac{\omega - 3k}{\mu} \sech(2\sqrt{k}x),$$

(3)

where the asterisk denotes complex conjugation. The soliton (3) can be regarded as an analogue of Josephson fluxons [12, 13] as the phase difference $\varphi$ between the phases of $\psi_1$ and $\psi_2$ forms a spatial kink connecting $\varphi = 0$ and $\varphi = \pm 2\pi$. In the following, solution (3) (and its continuations) will be referred to as FAs. From the expression, it is clear that an FA exists only for $0 < k < \omega/3$. For $k = \omega/3$, the solution in (3) transforms into dark solitons [12, 13].

The Lagrangian formalism for the FAs will be separated into

$$\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_{\text{int}},$$

where

$$\mathcal{L}_0 = \frac{1}{2} f(v) \frac{d\psi}{dt}^2 - \frac{1}{2} \frac{f''(v)}{f(v)} |\psi|^2 - \frac{1}{2} \frac{f'(v)}{f(v)} |\psi|^4,$$

and

$$\mathcal{L}_{\text{int}} = g(v) |\psi|^2 + \frac{1}{2} \frac{f'(v)}{f(v)} |\psi|^4,$$

where $f(v)$ and $g(v)$ are the coupling constants. The equation above has an explicit solution for the travelling dark soliton

$$\psi_{\text{ds}} = A \tan(\beta \xi) + iv,$$

(7)

with $A = B$ and $\beta^2 + v^2 = 1$.

Let us perturb $\psi_{\text{ds}}$ such that $\psi_j = \psi_{\text{ds}} + (-1)^{j-1} \epsilon f(\xi)$, where $\epsilon \ll 1$. Substituting these values of $\psi_1$ and $\psi_2$ into (6) and retaining linear terms in $\epsilon$ only, we obtain

$$\frac{1}{2} \frac{d^2 f(\xi)}{d\xi^2} + [2(\lambda^2 \tan^2(\beta \xi) + v^2) + k - 1]f(\xi) + \left[2\alpha \tan(\beta \xi) f'(\xi) + \nu \frac{d(f(\xi))}{d\xi}\right] = 0,$$

(8)

where we have substituted $v = \sqrt{1 + kv}$. Here, $v$ is the velocity measured in the ‘original’ time $t$, while $\tilde{v}$ is in the scaled time $\tilde{t}$.

Choosing

$$f(\xi) = p \sech(BC \xi) \tanh(BC \xi) + i q \sech(BC \xi),$$

(9)

where $p$ and $q$ are real, and substituting it into the last equation above, we obtain two equations containing $p$ and $q$. Eliminating $p$ and $q$ in the resulting equations, we obtain the following relation between $k$ and $\nu$:

$$k = -\frac{1}{2} v^2 - \frac{1}{\pi^2} + \frac{2}{\pi^2} \sqrt{7v^4 - 7v^2 + 4}. $$

(10)

The coupling constant $k$ here is the critical coupling $k_{cc}$, which is clearly a function of $\nu$. Note from the above expression that $k_{cc} \to \frac{1}{2}$ as $\nu \to 0$ and $k_{cc} \to 0$ as $\nu \to 1$.

3. Variational formulations of the FAs

The Lagrangian formalism for the FAs will be separated into two cases, i.e. when the coupling constant $k$ is close to the critical coupling $k_{cc}$ at which the FAs are close to coupled dark solitons and when it is close to the uncoupled limit $k \approx 0$. The two cases determine the ansatz that will be taken to approximate the solutions.

3.1. The case $k \approx k_{cc}$ and $V \neq 0$

When there is a harmonic potential, the dynamics of the solutions will be determined perturbatively. We will particularly follow the method of [29, 31, 32], which was developed for dark solitons, to our case. A similar calculation will be performed to discuss the dynamics and stability of FAs in the limit of $k$ close to $k_{cc}$ as in that case the real part, i.e. the dark soliton component, is dominant and $C_1, C_2 \approx 0$. 
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Due to the presence of the magnetic trap, which is assumed to be slowly varying, i.e. $\Omega^2 \ll 1$, we take the ansatz
\[ \Psi_j = \Psi_{TF} \Phi_j, \] (10)
where $\Psi_{TF}$ is the Thomas–Fermi cloud approximately given by
\[ \Psi_{TF} = \sqrt{\text{max}(1-V/(1+k))}, 0 \] (11)
and
\[ \Phi_j = A \tanh(z) + i(C_j \text{sech}(z) + \tilde{v}), \quad j = 1, 2, \] (12)
where $z = B(\tilde{x} - x_0)$. The parameters $A$, $B$, $C$, and $x_0$ are in general functions of $\tilde{t}$. Here, $A^2 + \tilde{v}^2 = 1$. When $C_j = 0$, one can recognize that the above function is the usual ansatz to describe a dark soliton travelling with the velocity $\tilde{v}$, where in that case the parameters $A$, $B$, $\tilde{v}$, and $x_0$ can be conveniently written as $A = B = \cos \varphi$, $\tilde{v} = \sin \varphi$, and $x_0(\tilde{t}) = \int_0^\tilde{t} \sin \varphi(t') \, dt'$. [31]

Note the similarity of (10) with the ansatz $\Psi_j = \Psi_{TF} \psi_j$, [31, 32] used to study the dynamics of dark solitons in a harmonic potential. Substituting the ansatz (10) into (5) yields the equation for $\Phi_j$, i.e.
\[ i\Phi_{ji} + \frac{1}{2} \Phi_{ji} \Phi_{i\tilde{x}} - |\Phi_j|^2 \Phi_j + \frac{\Phi_j + k \Phi_{3-i}}{1+k} \approx R(\Phi_j), \] (13)
where
\[ R(\Phi_j) = \frac{1}{(1+k)} \left[ (1-|\Phi_j|^2) V \Phi_j + \frac{1}{2} V \Phi_{i\tilde{x}} \right]. \]
Here, for $R$ we retain only terms linear in $V$ and $V \xi$, neglecting terms linear in $V \tilde{x}$.

When there is no magnetic trap, (13) with $V \equiv 0$ can be derived from the Lagrangian
\[ \mathcal{L} = \int_{-\infty}^{\infty} \frac{1}{2} \sum_{j=1}^{2} \left[ i(\partial_j^* \Phi_{j\tilde{x}} - \Phi_{j\tilde{x}} \partial_j^*) + (1 - \frac{1}{|\Phi_j|^2}) \right] - |\Phi_{ji}|^2 - (|\Phi_j|^4 - 1) - 2 \left[ \frac{|\Phi_j|^2 + k \Phi_{3-j}^*}{1+k} \right] \, dx. \] (14)
It is not clear how to evaluate the first term of the integral (14) due to the presence of nonzero $C_j$ in the denominator of $(1-1/|\Phi_j|^2)$. Because of that, in the following we assume $C_j$ to be small, i.e. we consider the case of $k \sim k_{ce}$, and take the series expansion with respect to $C_j$, about $C_j = 0$ up to $O(C_j^2)$.

Performing the integration will yield the effective Lagrangian
\[ \mathcal{L}_{\text{eff}} = \pi_{0j} \left[ -4A \tilde{v} + 4 \tan^{-1} \left( \frac{A}{\tilde{v}} \right) - \pi A C_3 \right] - \frac{4}{3B} A^2 (A^2 + B^2) \]
\[ + \frac{\pi \tilde{v}}{B} (A^2 C_3 - C_5) - \frac{1}{3B} [(B^2 - 16A^2)C_4 + 2C_6] \]
\[ - \frac{2}{B(1+k)} \left( 3kC_2 + C_3 \right) - \frac{2}{B} (C_{2k} C_2 + O(C_j^2)), \] (15)
where $C_{2k} = C(j)^2 + (C_j)^2$, $j = 1, \ldots, 4$. One can check that when the soliton is not moving, i.e. $x_0 = \tilde{v} = 0$ and $A = 1$, the Euler–Lagrange equations for the remaining parameters $B$, $C_4$, and $C_5$ can be solved analytically to yield
\[ B^{(0)} = \frac{2\sqrt{k}}{\sqrt{1+k}}, \quad C_1^{(0)} = -C_2^{(0)} = \pm \sqrt{1-3k} \sqrt{1+k}, \] (16)
which is nothing else, but the solution (3) or $B^{(0)} = 1$, $C_j^{(0)} = 0$, which is the dark soliton (4). It is important to note here that despite the series expansion with respect to $C_j$ that we took prior to integrating (14), our result (16) corresponds to an exact solution for any value of $0 \leq k \leq k_{ce}$. It is not yet clear to us why this is the case.

To determine the influence of the magnetic trap, i.e. $V \neq 0$, to the FAs, we will follow the idea of [29] and treat the right-hand side of (13) as perturbations. Due to the presence of the perturbations the Euler–Lagrange equation for the variable $\alpha_j$, with $\alpha_j = \psi$, $B$ and $C_j$, becomes [29]
\[ \frac{\partial \mathcal{L}_{\text{eff}}}{\partial \alpha_j} - \dot{\alpha_j} \frac{\partial \mathcal{L}_{\text{eff}}}{\partial \dot{\alpha_j}} = 2 \Re \left( \int_{-\infty}^{\infty} \sum_{j=1}^{2} R(\Phi_j)^* \frac{\partial \Phi_j}{\partial \alpha_j} \, dx \right). \]

Following [31, 22], we need two active variables only. Because of that, we will assume that abidically $B$ and $C_j$ are independent of time and are given by (16). Hence, we obtain the following set of equations:
\[ \frac{d\alpha}{dt} = \frac{\Omega^2 x_0 \tilde{v}}{12\sqrt{k}(k+1)} \left[ A^2(k+1) + 11k-1 \right], \] (17)
\[ \frac{dx_0}{dt} = \frac{\tilde{v}}{576A k^2 (k+1)} \left[ 192k^4(A^2 + 14) + 576k^3(A^2 + 8) + 576k^2(A^2 + 2) \right. \]
\[ \left. + \Omega^2 k^3 (48x_0^2 + \pi^2)(A^2 + 3) + 12(A^3 + 9) + 24k^2(24x_0^2(A^2 - 1) + 12(A^3 + 4) + \pi^2(A^2 + 1)) \right. \]
\[ \left. + \Omega^2 (A^2 - 1)(\pi^2 + 12) + 192k(A^2 - 4). \right] \] (18)

From the two equations above, we obtain (see, e.g., [32])
\[ \frac{d^2 x_0}{dt^2} = \frac{(1 - 5k)\Omega^2}{1+k} x_0 + O(\Omega^4), \] (19)
where we have assumed that $A \approx 1$ and $x_0 \approx 0$. Note that the derivative in (19) is with respect to the original time variable. This shows that the solution is stable for values of $k > \frac{1}{2}$. When $k = 1/3$, we recover the oscillation frequency of dark solitons in a harmonic trap [21] (see also [31, 22, 24]). We will check the validity of our approximation by comparing it with numerical results.

3.2. The case $k \sim 0$ and $V \neq 0$

When $k$ is close to zero, the imaginary part of the FAs is dominant over the real part. Due to the presence of a magnetic trap, the imaginary part will become the Thomas–Fermi ground state in the limit $k \to 0$. Motivated by, e.g., [33] where a Gaussian ansatz, which is the ground-state solution of the linear Schrödinger equations (1) and (2) with $\mu = k = 0$, was shown to be able to approximate the ground state of the nonlinear equation, in the following we will take a similar ansatz for our problem. For the present case, we will consider the governing equation (1) to be derived from the Lagrangian
\[ \mathcal{L} = \int_{-\infty}^{\infty} \frac{1}{2} \sum_{j=1}^{2} \left[ i(\psi_j^* \psi_{j\tilde{x}} - \psi_j \psi_{j\tilde{x}}^*) - |\psi_j|^4 - \mu |\psi_j|^2 \right. \]
\[ \left. + 2(\omega - V)|\psi_j|^2 + 2k|\psi_j|^4 \right. \, dx. \] (20)
Note that the main difference between (20) and (14) is the factor \( (1 - \frac{\psi_j}{\psi_j}) \) in the first term of the integrand. As for the ansatz, we take
\[
\psi_j = (A_j x + i C_j) e^{-B x^2}.
\]
(21)

One advantage of such a Gaussian ansatz is that the Lagrangian can be evaluated rather straightforwardly. This advantage is expected to be particularly useful in studying bound states of FAs.

Substituting the ansatz into the Lagrangian (20) yields the effective Lagrangian
\[
\mathcal{L}_{\text{eff}} = -\frac{\sqrt{\pi}}{256 B^2} (4 \sqrt{2} A_3 (12 B^2 + 3 \Omega^2 - 8 \omega B) + 16 \sqrt{2} B C_4 (4 B^2 + \Omega^2 - 8 \omega B) + 64 B^2 C_6 + 16 B (A_6 - 4 \sqrt{2} k A_7) + 3 A_4),
\]
from which we obtain the Euler–Lagrange equations
\[
-16 \sqrt{2} k A_{4,j} + A_j \left[ 3 A_j^2 + 6 \sqrt{2} \Omega^2 + 8 \sqrt{2} B \left( 3 B - 2 \omega + \frac{C_j^2}{\sqrt{2}} \right) \right] = 0,
\]
(23)
\[
8 \sqrt{2} B k C_{3,j} + C_j \left[ A_j^2 + \frac{2 \Omega^2}{\sqrt{2}} + 4 \sqrt{2} B (2 B - 2 \omega + \frac{2 \sqrt{2} C_j^2}{\sqrt{2}}) \right] = 0,
\]
(24)
\[
15 A_4 + 16 B (3 A_6 + 4 B C_4) + 16 \sqrt{2} B C_4 (3 \Omega^2 - 4 B^2 - 8 \omega B) + 12 \sqrt{2} A_3 (5 \Omega^2 + 4 B^2 - 8 \omega B) - 64 \sqrt{2} k B (4 B C_2 + 3 A_4 A_2) = 0.
\]
(25)

where \( A_3 = A_1^2 + A_2^2, A_4 = A_1^4 + A_2^4, A_5 = A_1 C_1 + A_2 C_2, A_6 = A_1^2 C_2 + A_2^2 C_2 \) and \( A_7 = A_1 A_2 + 4 B C_1 C_2 \). Solving the system of algebraic equations above yields an approximation to the FAs. The validity of the ansatz will be checked by comparing the results presented here with numerical results. The comparison is presented in section 4.2. As for the stability, using a Gaussian ansatz, one will need to include, e.g., chirp variables, which we leave for future investigation.

4. Numerical computations

To study the existence of static FAs in the time-independent framework of (1), we use a Newton–Raphson continuation method with an initial ansatz (3) or (4). The spatial first- and second-order derivatives (the former being in the governing equation in a moving coordinate frame) are approximated using central finite difference with three-point or five-point stencils. At the computational boundaries, we use the Neumann boundary conditions. Numerical linear stability analysis of a solution \( \psi_j^{(0)}(x) \) is then performed by looking for perturbed solutions of the form
\[
\psi_j = \psi_j^{(0)}(x) + \epsilon [a_j(x) e^{i \xi x} + b_j(x) e^{-i \xi x}], \quad j = 1, 2.
\]
Substituting the ansatz into the governing equation (1) and keeping the linear terms in \( \epsilon \), one will obtain a linear eigenvalue problem for the stability of \( \psi_j^{(0)} \). The ensuing eigenvalue problem is then discretized using a similar finite difference scheme as above and solved numerically for the eigenfrequency \( \lambda \) and corresponding eigenfunctions \( a_j \) and \( b_j \).

It is then clear that \( \psi_j^{(0)}(x) \) is a stable solution if the imaginary parts of all the eigenvalues vanish, i.e. \( \text{Im}(\lambda) = 0 \).

The evolutions in time of the solitons when they are unstable are investigated through integrating the time-dependent governing equations using a Runge–Kutta method of order 4.

4.1. Coupled BECs without a trap: \( \Omega = 0 \)

As pointed out in [12, 13] for \( k \) small enough, coupled dark solitons (4) are unstable. Shown in figures 1(a) and (b) are respectively numerically obtained coupled solitons and their eigenvalue structure in the complex plane for \( k = 0.1 \). Because there is at least one pair of eigenvalues with nonzero imaginary parts, we conclude that the solitons are unstable. We have calculated the stability of dark solitons for different values of coupling constant \( k \), where we obtained that dark soliton solutions are stable for \( k \geq 1/3 \) as shown in figure 1(c). In the instability region of the coupled dark solitons, one can obtain stable FAs [12, 13]. Shown in figure 1(d) is the typical time dynamics of unstable coupled dark solitons, where an FA is obtained spontaneously. Nonetheless, it is important to note that it is not always the case. When the coupling constant is too small, instead of yielding FAs, the dark solitons will repel and move away from each other, which is not shown here. Hence, coupled dark solitons will transform into FAs if the coupling is in an intermediate region.

We depict in figures 2(a) and (b) numerically obtained FAs and their eigenvalues, respectively. We observed that the FA solutions indeed exist stably only for \( k < 1/3 \). As \( k \) approaches 1/3, the amplitude of the humps in the imaginary parts tends to zero and the FAs change into coupled dark solitons.

Because solitons of (1) without a trap are translationally invariant, they can move freely in space. This motivates us to study the existence and stability of solitons in a moving coordinate frame \( \xi = x - vt \) (cf (6)).

We present in figure 3(a) an FA travelling with \( v = 0.2 \) for \( k = 0.1 \). One can see the deformation in the shape of the soliton due to the nonzero value of \( v \). The shape of the deformation suggests the correction ansatz (8). For a fixed \( v \), if the coupling constant is increased further, the FAs change into coupled dark solitons at a critical value \( k_{ce} \) corresponding to each value of the velocity \( v \). The plot of \( k_{ce} \) as a function of \( v \) is shown in figure 3(b) as filled circles. The solid curve in the same figure is the graph of (9), where we obtain perfect agreement. We do not show the profile of dark solitons for nonzero \( v \) as exact solutions are available.

After examining the existence of the solitons, next we study their stability. We have calculated the stability of FAs for several values of \( k \) and found that the FAs are always stable in their existence domain. Extending the calculation to coupled dark solitons, we found that they are unstable for the values of the coupling constant \( k < k_{ce} \) corresponding to each value of the velocity \( v \). For the values of \( k \geq k_{ce} \), the dark soliton becomes stable. The Runge–Kutta method of order 4 has been used to verify the time dynamics of the FAs as well as dark soliton.
Figure 1. (a) Numerically obtained coupled dark solitons for $\omega = 1$, $\mu = 1$ and $k = 0.1$. The black curves represent the real parts while the horizontal red lines are the imaginary parts of $\psi_j$, respectively. (b) The eigenvalues $\lambda$ of the solutions in (a) in the complex plane showing the instability of the solutions. (c) The critical eigenvalue of coupled dark solitons as a function of $k$. (d) An evolution of the unstable coupled dark solitons in (a). Shown is $|\psi_j|$. A grey-soliton-like structure in the centre at the end of the computation is an FA, as the spatial profile of the phase difference between $\psi_1$ and $\psi_2$ forms a $2\pi$-kink shape (not shown here).

Figure 2. (a) Numerically obtained FAs for $\omega = 1$, $\mu = 1$ and $k = 0.1$. The black curves represent the real parts while the red curves are the imaginary parts of $\psi_1$ and $\psi_2$, respectively. (b) The eigenvalue distribution of the FAs in (a) in the complex plane showing the stability of the solution.

4.2. Coupled BECs with a trap: $\Omega \neq 0$

Next, we consider the existence and stability of FAs and coupled dark solitons in the presence of a harmonic trap. Two FAs for two different values of coupling constant $k$ are shown in figures 4(a) and (c), with $\Omega = 0.1$. In both panels, we present in dash-dotted curves our approximation (10). In panel (c), we also depict our Gaussian approximation (21), where one can...
Figure 3. (a) Numerically obtained FAs for $v = 0.2$ and $k = 0.1$. (b) The critical coupling constant $k_{ce}$ as a function of the velocity $v$ for the existence of travelling FAs. Filled circles are numerical data and the solid line is the function in (9). FAs only exist on the left of the solid curve.

Figure 4. Numerically obtained FA solutions of (1) and their eigenvalues for $\Omega_1 = 0.1, \omega = 1, \mu = 1$, (a)–(b) $k = 0.1$ and (c)–(d) $k = 0.008$. The dash-dotted curves in (a)–(c) are the Thomas–Fermi ansatz (10) and the dashed curves in (c) are approximations obtained through the variational approach using the Gaussian ansatz (21).

The finding that the FAs above are unstable suggests us to investigate whether FAs are always unstable for nonzero $\Omega$. The result is summarized in figure 5. Shown in solid curves are the first few lowest squared eigenvalues as a function of $k$ for $\Omega_1 = 0.1$. As stability corresponds to $\lambda^2 > 0$, the figure shows that there is a critical value $k_{cs}$ above which FAs are stable,
which for the parameter value above is approximately 0.145. We also present the analytical result (19) by the dash-dotted line, where qualitatively good agreement is obtained.

We also perform the time dynamics of the unstable FAs in figure 4(a). Shown in figure 6 is the typical evolution of unstable FAs, where one can see that the instability causes the solitons to oscillate about the minimum of the trap non-sinusoidally. Hence, despite the instability, the FAs still persist. This result rather applies generally to other values of coupling constants where FAs are unstable.

As for the existence of FAs in the presence of a magnetic trap, we observe that the critical coupling $k_{ce}$ above which FAs do not exist is almost independent of the trapping parameter $\Omega$, which is reasonable as the width of the nonzero imaginary part of the FAs solution is small compared to the width of the trapping parameter $\Omega$ when $k \rightarrow k_{ce}$.

We have also studied the existence and the stability of dark solitons. Shown as dashed lines in figure 5 are the first few lowest squared eigenvalues of coupled dark solitons, where similarly as before for $k$ less than the critical coupling $k_{ce}$ coupled dark solitons may transform into an FA as shown in figure 7.  

5. Conclusion

We have studied the existence and the stability of FAs and coupled dark solitons in linearly coupled Bose–Einstein condensates, both in the absence or presence of a harmonic potential. Without a trap, we have obtained travelling FAs and determined the range of values of the coupling constant $k$ where they exist. In the presence of a magnetic trap, it has been demonstrated that one can obtain a stable FAs by controlling $k$. In the region of $k$ where an FA is unstable, it has been shown that the FAs still exist, but oscillate about the minimum of the trap non-sinusoidally. Theoretical approximations based on variational formulations have been derived and used to explain the numerical results.

In the future, interaction of multiple FAs and dark solitons in the same setup as well as the existence and the stability of higher dimensional excitations, such as vortices, will also be investigated and reported elsewhere.
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