Snakes and ghosts in a parity-time-symmetric chain of dimers
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We consider linearly coupled discrete nonlinear Schrödinger equations with gain and loss terms and with a cubic-quintic nonlinearity. The system models a parity-time (PT)-symmetric coupler composed by a chain of dimers. We study uniform states and site-centered and bond-centered spatially localized solutions and present that each solution has a symmetric and antisymmetric configuration between the arms. The symmetric solutions can become unstable due to bifurcations of asymmetric ones, that are called ghost states, because they exist only when an otherwise real propagation constant is taken to be complex valued. When a parameter is varied, the resulting bifurcation diagrams for the existence of standing localized solutions have a snaking behavior. The critical gain and loss coefficient above which the PT symmetry is broken corresponds to the condition when bifurcation diagrams of symmetric and antisymmetric states merge. Past the symmetry breaking, the system no longer has time-independent states. Nevertheless, equilibrium solutions can be analytically continued by defining a dual equation that leads to ghost states associated with growth or decay, that are also identified and examined here. We show that ghost localized states also exhibit snaking bifurcation diagrams. We analyze the width of the snaking region and provide asymptotic approximations in the limit of strong and weak coupling where good agreement is obtained.
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I. INTRODUCTION

Many nonlinear dynamical systems, such as spatially extended nonlinear dissipative systems [1], vertical-cavity semiconductor optical amplifiers [2], nematic liquid crystal layers with spatially modulated input beam [3], and magnetic fluids [4], exhibit spatially localized patterns and a snaking structure in their bifurcation diagrams in the plane of the length of the localized solution against a control parameter. This phenomenon of snaking is referred to as homoclinic snaking [5–7], where the spatial structure of such a localized state departs from and then returns to a uniform state. By definition, it has infinitely many turning points (i.e., saddle-node or saddle-center bifurcations), which form the boundaries of the snaking region. Such a region is also called pinning region since the fronts at either end “pin” or “lock” to the structure within the localized state. An infinite number of localized states exist in the entire interval of the pinning region.

In most previous works devoted to localized states and snaking in continuous systems, the Swift-Hohenberg equation has been widely used as a model for pattern formation since it is the simplest model equation that illustrates the pinning effect [6,8–11]. In general, the effect cannot be described by a conventional multiple-scale asymptotic method due to the fact that the length of the pinning region is exponentially small in a parameter which is related to the pattern amplitude [7]. Recently, the Swift-Hohenberg equations with quadratic-cubic nonlinearities and cubic-quintic nonlinearities have been successfully studied with the help of exponential asymptotics [12–14]. The calculations, however, are rather cumbersome and require two fitting parameters. Alternatively, variational methods to obtain scaling laws for the structure of the snaking region have been proposed and demonstrated, for example, in the system modeled by the cubic-quintic Swift-Hohenberg equation [15].

Like spatially continuous systems, several discrete systems can display the snaking behavior with the locking effect, however, being attributed to the imposed lattice. Examples include the discrete bistable nonlinear Schrödinger equation [16–18], which leads to a subcritical Allen-Cahn equation [19], optical cavity solitons [20,21], discrete bistable systems with propagation failures [22], and patterns on networks appearing due to Turing instabilities [23]. Pinning regions in lattices were studied analytically by Matthews and Susanto [24] and Dean et al. [25].

This paper is devoted to a detailed numerical and analytical study of homoclinic snaking in a parity-time (PT) system. The physical problem is a chain of dimers that has two arms with each arm described by a discrete nonlinear Schrödinger equation with gain or loss and with cubic-quintic nonlinearity. While the concept of PT symmetry has gained a lot of attention in the past decade [26,27], to the best of our knowledge, the effect of the gain and loss term in a PT-symmetric chain of dimers to the snaking regime has not been explored yet.
A system of equations is $\mathcal{PT}$ symmetric when it is invariant with respect to combined parity ($\mathcal{P}$) and time-reversal ($\mathcal{T}$) transformation [28–30]. In the context of Schrödinger Hamiltonians with a complex potential $V(x)$, $\mathcal{PT}$ symmetry requires the potential to satisfy the condition $\overline{V(x)} = V(−x)$, where the asterisk is the complex conjugation, i.e., $\overline{V(x)}$ has a symmetric real part and an antisymmetric imaginary part. Such symmetry is of great interest as it forms a particular class of widely studied non-Hermitian Hamiltonians in quantum mechanics [31] that does not satisfy the standard postulate that the Hamiltonian operator be Dirac Hermitian and yet can have real eigenvalues up to a critical value of the complex potential parameter. Above the value, the symmetry is broken, i.e., the eigenvalues of the Hamiltonian become complex valued. Among $\mathcal{PT}$-symmetric systems, dimers are the most basic and important. The concept was first demonstrated experimentally on dimers, which are composed of two coupled optical waveguides [32,33] (see also [34] and references therein). In particular, when nonlinear dimers are put in arrays where elements with gain and loss are linearly coupled to the elements of the same type belonging to adjacent dimers, one can obtain a distinctive feature in the form of the existence of solutions localized in space as continuous families of their energy parameter [35]. The nonlinear localized solutions and their stability have been studied in [36–38] analytically and numerically (see also the references therein for localized solutions in systems of coupled nonlinear Schrödinger equations).

The continuum limit of the setup studied herein was considered in [39,40]. In optical media, such nonlinearity can be obtained from a saturation of the Kerr response, which with the increase of the intensity will introduce a self-defocusing quintic term in the expansion of the refractive index [41,42]. In the continuous case [39,40], it was shown that the presence of gain and loss terms only influences the stability of the localized solutions. Here, it will be shown that the discrete setup admits homoclinic snaking. We show that the critical gain or loss parameter corresponding to the “broken $\mathcal{PT}$ symmetry” phase is related to the merging of two snaking regions. Beyond the critical point, the system does not have time-independent states. Nevertheless, their continuation can be analytically obtained by defining a dual system. Here, we also identify and examine localized solutions of the dual equations, where interestingly we obtain that they also preserve the snaking region, including its width.

The report is outlined as follows. The $\mathcal{PT}$-symmetric chain of dimers with cubic-quintic nonlinearity is discussed in Sec. II. In Sec. III, we study spatially uniform solutions and their stability. We obtain that symmetric states can become unstable due to pitchfork bifurcations. The emanating solutions are asymmetric. In the presence of a gain or loss parameter, such solutions are lost. By setting a complex-valued propagation parameter, they can be recovered. However, they are not actual solutions of the governing equations and are referred to as ghost states, that are discussed in Sec. IV. We study localized solutions, their stability, and the observation of homoclinic snaking numerically in Sec. V. When the $\mathcal{PT}$ symmetry is broken, we can also define ghost states as continuations of uniform and localized solutions discussed in the previous sections. We analyze these states in Sec. VI. Section VII is on the asymptotic expression of the snaking width that is obtained in the limit of small and large coupling, which is then compared with computational results, where good agreement is obtained. In the strong coupling region, we use a variational method following [24], but with a different approach yielding a simple expression of the width that was not obtainable in [24]. In the weak coupling case, we introduce a one-active-site approximation following [43]. Conclusions are given in Sec. VIII.

II. MATHEMATICAL MODEL AND STABILITY OF SOLUTIONS

The governing equations describing $\mathcal{PT}$-symmetric chains of dimers are of the form

$$i\dot{u}_n = (C\Delta_2 - \omega + |u_n|^2 - Q|u_n|^4 + i\gamma)u_n + v_n,$$
$$i\dot{v}_n = (C\Delta_2 - \omega + |v_n|^2 - Q|v_n|^4 - i\gamma)v_n + u_n.$$  (1)

The derivative with respect to the evolution variable (i.e., the propagation distance, if we consider their application in fiber optics) is denoted by the overdot, $u_n = u_n(t), v_n = v_n(t)$ are complex-valued wave functions at site $n \in \mathbb{Z}$ with the propagation constant $\omega \in \mathbb{R}, C > 0$ is the constant coefficient of the horizontal linear coupling (coupling constant between two adjacent sites), $\Delta_2 \overline{u}_n = (\overline{u}_{n+1} - 2\overline{u}_n + \overline{u}_{n-1})$ is the discrete Laplacian term in one spatial dimension, and the gain and loss acting on complex variables $u_n, v_n$ are represented by the parameter $\gamma > 0$. The cubic nonlinearity coefficient has been scaled to +1, while $Q$ is the coefficient of the quintic nonlinearity.

System (1) is $\mathcal{PT}$ symmetric because it is invariant with respect to the action of the parity $\mathcal{P}$ and time-reversal $\mathcal{T}$ operators given by

$$\mathcal{P}(u_n(t), v_n(t)) = (v_n(t), u_n(t)), \quad \mathcal{T}(u_n(t), v_n(t)) = (u_n(−t), v_n(−t)).$$  (2)

Next, we consider the equations for standing wave solutions of Eqs. (1), obtained from setting $\dot{u}_n = \dot{v}_n = 0$ and substituting $u_n = A_n, v_n = B_n e^{−i\phi}$ into (1),

$$C\Delta_2 - \omega + A_n^2 + QA_n^4 + i\gamma A_n + B_n e^{i\phi} = 0,$$
$$C\Delta_2 - \omega + B_n^2 - QB_n^4 - i\gamma B_n + A_n e^{-i\phi} = 0.$$  (3)

Here, $A_n, B_n, \phi \in \mathbb{R}$. We can assume that $u_n$ is real valued because of the phase invariance of the governing equations (1). Splitting the real and imaginary parts of the equations and simplifying them will yield

$$\Omega A_n = C\Delta_2 A_n + A_n^3 - QA_n^5,$$  (4)

which is also known as the discrete Allen-Cahn equation, where $B_n = A_n, \Omega = \omega \mp \sqrt{1 - \gamma^2}, \phi = -\arcsin \gamma$ for the minus sign and $\phi = \pi + \arcsin \gamma$ for the plus sign, which corresponds to the so-called symmetric and antisymmetric configuration between the arms, respectively. Note that (4) will have no real solution when $\gamma > 1$. This is the broken region of $\mathcal{PT}$ symmetry.

The linear stability of a standing wave solution is determined as follows. Introducing the ansatz $u_n = A_n + \epsilon(\overline{u}_n + i\overline{v}_n)e^{i\epsilon x}, v_n = B_n e^{i\phi} + \epsilon(\overline{v}_n + i\overline{u}_n)e^{i\epsilon x}, |\epsilon| \ll 1$, and substituting it into Eq. (1) will yield from the terms at $O(\epsilon)$ the linear
eigenvalue problem

\[
\begin{align*}
\lambda \tilde{u}_{r,n} &= (C \Delta_2 - \omega + A_n^2 - QA_n^4)\tilde{u}_{r,n} + \gamma \tilde{v}_{r,n} + \tilde{v}_{i,n}, \\
-\lambda \tilde{v}_{r,n} &= (C \Delta_2 - \omega + 3\lambda_n^2 - 5QA_n^4)\tilde{v}_{r,n} - \gamma \tilde{u}_{r,n} + \tilde{u}_{i,n}, \\
\lambda \tilde{u}_{i,n} &= (C \Delta_2 - \omega + B_n^2 - QB_n^4)\tilde{v}_{r,n} \\
 &\quad + [2\gamma B_n \tilde{B}_n (1 - 2QB_n^2) - \gamma] \tilde{v}_{r,n} + \tilde{u}_{i,n}, \\
-\lambda \tilde{v}_{i,n} &= (C \Delta_2 - \omega + 3B_n^2 - 5QB_n^4)\tilde{v}_{r,n} + \gamma \tilde{u}_{r,n} + \tilde{u}_{i,n}, \\
\end{align*}
\]

(5)

where \( \tilde{B}_n = B_n \sqrt{1 - \gamma^2} \).

Generally the spectrum will consist of two types, i.e., continuous and discrete spectrum or eigenvalue. A solution is unstable when there exists \( \lambda \) with \( \text{Re}(\lambda) > 0 \). However, if \( \lambda \) is a spectrum, so are \( -\lambda \) and \( \pm \bar{\lambda} \) [36]. A solution is therefore (linearly) stable only when \( \text{Re}(\lambda) = 0 \) for all \( \lambda \), i.e., it is neutral stability. Nonlinear stability may be obtained numerically by evolving a perturbed solution in Eqs. (1) for a long while, which analytically is still an open problem due to the absence of a Hamiltonian structure of the system (see, e.g., [44,45] for nonlinear stability analysis of a similar system but with cross dispersion and different nonlinearity that becomes possible because it has a Hamiltonian form via a cross-gradient symplectic structure).

Numerically we solve the steady-state equations of (3) using a Newton-Raphson method in MATLAB. A pseudoarc-length continuation scheme is implemented to do numerical continuation past a turning point. To model the infinite domain, we use a periodic boundary condition with a large number of lattices. The typical value we use is \( N = 100 \), but larger values were used as well to guarantee that the results are independent of the number of sites. After a solution is obtained, its stability is determined numerically by solving Eqs. (5) using a standard eigenvalue problem solver.

### III. UNIFORM SOLUTIONS

Equation (4) has uniform solutions \( A_n = A \) that are given by

\[
A = 0, \quad A^2 = \frac{1 \pm \sqrt{(1 - 4Q\omega)} - 4Q\omega}{2Q}.
\]

Besides \( \gamma \) must be less than 1, the uniform solution (6) also requires \( 4Q\Omega - 1 < 0 \) to exist. Under competing cubic-quintic nonlinearities, i.e., \( Q > 0 \), we will have two branches of nonzero uniform solutions.

The stability of uniform solutions (6) can be determined by computing their continuous spectrum. Introducing the plane-wave ansatz \( (\tilde{u}_{r,n},\tilde{u}_{i,n},\tilde{v}_{r,n},\tilde{v}_{i,n}) = (k,\hat{i},\hat{p},\hat{q}) e^{i(kx)}, \ k \in \mathbb{R} \), and substituting it into (5) will yield a dispersion relation. Continuous spectrum of the equilibrium is then obtained by setting \( k = 0 \) and \( k = \pi \) in the dispersion equation.

The dispersion relation of the trivial equilibrium \( A_n = B_n = 0 \) is

\[
\mathcal{A}^2 = -(K/2 - \omega \pm \sqrt{1 - \gamma^2})^2,
\]

(7)

with \( K = 4C(\cos k - 1) \), from which we obtain the continuous spectrum \( \lambda \in \pm i[\lambda_{1-},\lambda_{2-}] \) and \( \lambda \in \pm i[\lambda_{1+},\lambda_{2+}] \) with the spectrum boundaries

\[
\lambda_{1\pm} = \sqrt{1 - \gamma^2} \pm \omega, \quad \lambda_{2\pm} = \sqrt{1 - \gamma^2} + \omega
\]

(8)

The equilibrium is therefore stable for \( 0 < \gamma^2 < 1 \) and unstable otherwise. Continuous spectra of the nonzero solution can be obtained similarly.

When \( C = 0 \), bifurcation diagrams of the nonzero solutions are shown in Figs. 1(a) and 1(b) for two values of \( \gamma \). In this case, the chain is uncoupled and one obtains the dimer, which was studied in [34] (see also references therein) for \( Q = 0 \) and in [46] for nonzero \( Q \).

Consider antisymmetric solutions along branch “\( a \)”. We obtain that the low intensity solution, i.e., the lower branch, is stable, while the high one is not. Branch “\( s \)” generally corresponds to stable symmetric solutions, but there is a small portion of unstable branch due to pitchfork (i.e., spontaneous symmetry breaking) bifurcations. Solutions emanating from the branching points are asymmetric, i.e., \( |u_n| \neq |v_n| \), and denoted by branch “\( a \)” in Fig. 1. However, they cannot be obtained from Eq. (6) because they do not satisfy the parity (P) symmetry. These will be discussed in Sec. IV below.

In panel (b), we consider \( \gamma = 0.8 \). As the gain and loss parameter increases towards the critical value \( \gamma = 1 \), branches “\( s \)” and “\( a \)” become closer to each other. At the critical value, the two branches coincide, i.e., we obtain a turning point. This is due to the fact that when studying time-independent solutions, the governing equation (1) reduces nicely to the discrete Allen-Cahn equation (4) that is rather independent of \( \gamma \) and, at the same time, \( \Omega \), the symmetric and antisymmetric solutions becomes equal at \( \gamma = 1 \).

Panel (c) shows the effect of coupling constant that clearly only affects the stability of the equilibrium. Now we obtain that branch “\( a \)” and the lower part of branch “\( s \)” have become unstable.

### IV. ASYMMETRIC SOLUTIONS AS GHOST STATES

In the classical cubic dimer, i.e., Eqs. (1) with \( C = Q = \gamma = 0 \), symmetric solutions are known to be unstable for \( \omega > 2 \) due to a pitchfork (symmetry-breaking) bifurcation (see, e.g., Refs. [47–52] and references therein). At the bifurcation point, an asymmetric state pair emanate. It is a matter of a standard perturbation expansion that, for \( 0 < \xi < 1 \), asymmetric solutions will bifurcate at \( \xi = 0 \) due to a pitchfork (symmetry-breaking) bifurcation (see, e.g., Fig. 1) with \( 0 < \xi < 1 \). This in agreement with the result in Fig. 1(a). The bifurcation diagram of the asymmetric states denoted as branch “\( as \)” can simply be obtained from (1) with \( \gamma = 0 \). However, in the cubic-quintic dimer they only exist in a finite interval. Even for larger \( \Omega \), they may not exist at all, i.e., the symmetric states can be stable in their entire existence region.

When \( \gamma \neq 0 \), symmetric solutions still can become unstable, but the bifurcating asymmetric ones will no longer exist [34,52]. This observation was first reported in [53]. Cartarius et al. [54] provide an analytic continuation of the asymmetric solutions that emerge as ghost states, namely, a solution of the steady-state problem with complex (instead of real) valued parameter \( \omega \), and hence is not a true solution of the original
FIG. 1. Bifurcation diagram of the equilibria of (1) for (a) \( \gamma = 0 \), (b) \( \gamma = 0.8 \), and (c) \( \gamma = 0.8 \). Here, \( Q = 0.1 \) and \( \omega = \omega_r + i\omega_i \). Branches “a” and “s” are antisymmetric and symmetric configuration between the arms, respectively, obtained from (6), i.e., \( u = A \). Along the branches, \( \omega_i = 0 \). Branch “as” corresponds to asymmetric solutions, obtained from the nullclines of (1) with \( \omega_i \) given by (11). Stable solutions are shown as solid line and as dashed line otherwise. The insets are linear spectrum of the indicated solutions.

FIG. 2. Bifurcation diagrams of fundamental localized solutions of Eqs. (1) for (a) \( \gamma = 0.1 \) and (b) \( \gamma = 0.8 \) with \( C = 0.1 \). Again, \( \omega = \omega_r + i\omega_i \). We plot the norm \( ||u|| = (\sum |u|^2)^{1/2} \) for varying \( \omega_r \). There are two pairs of snaking principle branches. Each pair is connected by “ladders” of asymmetric solutions along the same arms, except along the closed curve of asymmetric states between the arms (that looks like branch “as” in Fig. 1), \( \omega_i = 0 \). Solutions at indicated points in panel (a) are plotted in Fig. 3.

To obtain asymmetric states of our problem, consider again time-independent equations of Eqs. (1) and their conjugates, where the propagation constant \( \omega \) is now complex valued, i.e., \( \omega = \omega_r + i\omega_i \),

\[
(C\Delta_2 - \omega + |u_n|^2 - Q|u_n|^4 + i\gamma)u_n + v_n = 0, \tag{10a}
\]

\[
(C\Delta_2 - \omega + |v_n|^2 - Q|v_n|^4 - i\gamma)v_n + u_n = 0, \tag{10b}
\]

\[
(C\Delta_2 - \omega^* + |u_n|^2 - Q|u_n|^4 + i\gamma)v_n^* + u_n^* = 0, \tag{10c}
\]

\[
(C\Delta_2 - \omega^* + |v_n|^2 - Q|v_n|^4 + i\gamma)v_n^* + u_n^* = 0. \tag{10d}
\]

The imaginary part \( \omega_i \) needs to be determined from a consistency equation below.

Multiplying Eqs. (10a)–(10d) with \( u_n^*, v_n^*, -u_n, \) and \(-v_n, \) respectively, summing up the infinite-dimensional vectors over \( n, \) and adding the resulting equations will lead to the equation for \( \omega_i \):

\[
\omega_i = \frac{\gamma \sum_n (|u_n|^2 - |v_n|^2)}{\sum_n |u_n|^2 + |v_n|^2}. \tag{11}
\]
FIG. 3. Localized solutions on the bifurcation diagram shown in Fig. 2 and their spectrum in the complex plane. Panels (a),(b): bond-centered solutions. Panel (c): asymmetric solution, which has an intermediate shape between on-site and intersite profiles. Panel (d): site-centered solution.

It is clear that $\omega_i$ will vanish either when $|u_n| = |v_n|$, i.e., symmetric and antisymmetric solutions, or when $\gamma = 0$.

In Figs. 1(b) and 1(c) the branch of asymmetric solutions is obtained from Eqs. (10) with (11). We also have determined the states' stability by solving the corresponding linear eigenvalue problem even though they are not actual solutions of the original system (1).

V. LOCALIZED SOLUTIONS

We consider discrete solitons of Eqs. (1) satisfying the localization conditions $u_n, v_n \rightarrow 0$ as $n \rightarrow \pm \infty$. It is known that there are two fundamental localized solutions existing for any coupling constant $C$, i.e., an intersite (bond-centered) and on-site (or site-centered) discrete mode with an even and odd number of high-intensity sites, respectively.

Fixing the coupling $C$ and varying the propagation constant $\omega$, we depict the bifurcation diagrams of the two types of discrete modes in Fig. 2. For each symmetric and antisymmetric configuration between $u_n$ and $v_n$, there are two branches that correspond to the site-centered and bond-centered solutions.

In addition to symmetric solutions, there are also solutions that are asymmetric between the arms or asymmetric in the same arm. The former type of solutions corresponds to that giving “as” branches in Fig. 1, while the latter one constitutes the “ladders” connecting snaking branches of on-site and intersite modes in Fig. 2. Both types emanate from pitchfork bifurcations (see, e.g., Ref. [55] for relevant discussions on symmetry-breaking (pitchfork) bifurcations in generalized Schrödinger equations).

In Fig. 3 we plot profiles of several localized solutions and their spectrum in the complex plane. Unstable solutions are due to spectra with nonzero real part, which belong to the red dashed segment in Fig. 2.

Bifurcation diagrams in Fig. 2 form a snaking structure. Even though such structures have been reported before [16–19,24], the effect of the gain and loss parameter that yields different stability behaviors along the curves is reported here. The region between the boundaries of the snakes is the pinning region. Comparing the two panels of Fig. 2, in agreement with the continuous case reported in [39,40] the gain and loss parameter tends to destabilize localized solutions, shown by the dashed curve that tends to expand in the second panel.

Up in the snaking structures [represented by, e.g., point (d) in Fig. 2(a)], the stability of the branches is similar to those in Fig. 1. This is because the corresponding localized solutions have long plateau of nonzero uniform solutions, i.e., the stability is mainly determined by the continuous spectrum of the nonzero uniform solution.
We show in Fig. 4 the typical time evolution of unstable solutions in Fig. 3. While Fig. 4(a) indicates a clear blow up of the wave field with gain, which is common in $\mathcal{PT}$ systems [34], Figure 4(b) shows intensity oscillations. The fact that the oscillations persist for quite a while is interesting by itself as $\mathcal{PT}$-symmetric dimers with cubic nonlinearity are known to have oscillations that blow up [34]. Similar oscillations in the continuum limit $C \to \infty$ were also reported in [39], where the bounded oscillations were attributed to the quintic nonlinearity that may have suppressed the blow up. However, whether the long-lived oscillation is a genuine cycle is addressed for future work.

In a similar manner as the spatially uniform case, the branches of symmetric and antisymmetric solutions between the arms, i.e., the two snaking bifurcation diagrams in Fig. 2, become closer with the increase of $\gamma$ and coincide at the critical value.

VI. GHOST STATES IN THE $\mathcal{PT}$-BROKEN PHASE

In the broken $\mathcal{PT}$-symmetric region ($\gamma > 1$), the trivial state $u_n = v_n = 0$ is unstable. The typical time evolution is that $u_n$ as the field with gain will blow up, while $v_n$ that experiences loss decays.

The $\mathcal{PT}$-phase transition ($\gamma = 1$) is characterized by the merger of symmetric and antisymmetric solutions in a fold bifurcation. A follow-up question is what becomes of them past the critical point. It was also due to [54] that it is possible to provide an analytic continuation for the original model in a nontrivial way. The continuation system is constructed...
by introducing a “dual” system that “forces” the solutions to mimic the $PT$ symmetry of the potential in the original system, i.e., by setting $u_n^* \rightarrow v_n$, $v_n^* \rightarrow u_n$. In the broken $PT$-symmetric phase $\gamma > 1$, we therefore consider

$$\dot{u}_n = (\mathcal{M} + i \gamma) u_n + v_n, \quad \dot{v}_n = (\mathcal{M} - i \gamma) v_n + u_n,$$  \hspace{0.5cm} (12)

where $\mathcal{M} = C A_2 - \omega + u_n v_n - Q(u_n v_n)^2$. The parameter $\omega$ is again complex valued, where the imaginary part must satisfy a self-consistency equation. Doing the same calculation as in Sec. IV, we also obtain Eq. (11). Because of complex $\omega$, Eq. (12) are not $PT$-symmetric and their solutions are also ghost states. The relation between (1) and (12) is that both approaches are distinguished in two different regions, i.e., small and large coupling. Because the width of the pinning region is important to note that numerically the width of the pinning region of localized ghost states in Fig. 6.

In this section, we will study the width of the snaking region in Fig. 2 as a function of, e.g., the coupling constant $C$. We will derive an asymptotic approximation of the width. The approach is distinguished in two different regions, i.e., small and large coupling. Because the width of the pinning region is “active,” with the remaining sites being either at zero or at the plateau of a nonzero uniform solution. Such behaviors were observed and exploited in many ways before, see, e.g., Refs. [58,59], but not in the context of snaking.

From (6), we assume that up in the snaking diagram only the following nodes are involved in the dynamics, i.e.,

$$u_{n-1} = 0, \quad u_n = a, \quad u_{n+1} = \sqrt{\frac{1 + \sqrt{1 - 4Q\gamma}}{2Q}} (1 + \sqrt{1 - 4Q\gamma}).$$  \hspace{0.5cm} (13)

Note that we only use the “+” sign for the uniform solution forming the plateau, which is the upper branch in Fig. 1. Substituting (13) into the time-independent discrete equation (4) will yield the one-active-site approximation:

$$f(a) := Qa^5 - a^3 + (\Omega + 2C)a - C\sqrt{\frac{1 + \sqrt{1 - 4Q\gamma}}{2Q}} = 0.$$  \hspace{0.5cm} (14)

In general (14) will have five roots. The roots relevant to our study are the positive ones. As $\Omega$ varies, two of the roots will collide in a saddle-center bifurcation. This condition corresponds to the boundaries of the snaking region. The critical points of $f(a)$ are given by

$$f'(a) := 5Qa^4 - 3a^2 + (\Omega + 2C) = 0,$$  \hspace{0.5cm} (15)

i.e.,

$$a = \sqrt{\frac{3 \pm \sqrt{9 - 20\Omega (\Omega + 2C)}}{10Q}}.$$

(16)

Substituting (16) into (14) and solving the resulting equation for $\Omega$ asymptotically gives us

$$\Omega = \frac{1}{4Q} - C + O(C^2), \quad 3\sqrt{\frac{C^2}{4Q}} + O(C^{4/3}).$$  \hspace{0.5cm} (17)

The snaking width $W$ is then given approximately by the difference between the two functions.

**B. Large coupling case**

Following [60,61], Eq. (4) is identical to the equation

$$C \hat{A}_{x+} + \sum_{n=\infty}^{\infty} \delta(x - n) F(\hat{A}(x)) = 0,$$  \hspace{0.5cm} (18)

where $A_n = \hat{A}(x = n)$ and $F(\hat{A}) = -\Omega \hat{A} + \hat{A}^3 - Q \hat{A}^5$. The proof is as follows.

First, from (18), we obtain that $\hat{A}_{x+}(n < x < n + 1) = 0$ or upon integration $\hat{A}_x(n < x < n + 1) = \text{const}$. Thus

$$\hat{A}_x(n + 1/2) = \hat{A}(n + 1) - \hat{A}(n).$$  \hspace{0.5cm} (19)

Next, integrate (18) from $x = n - 1/2$ to $x = n + 1/2$ to obtain

$$C(\hat{A}_x(n + 1/2) - \hat{A}_x(n - 1/2)) = F(\hat{A}(n)).$$  \hspace{0.5cm} (20)

Using Eq. (19), Eq. (20) becomes the lattice equation (4).

Using Fourier series, we can then write the summation $\sum_{n=-\infty}^{\infty} \delta(x - n) = 1 + 2 \sum_{k=1}^{\infty} \cos(2\pi k x)$, which converges to the Dirac comb nonuniformly. Taking only the first harmonic, Eq. (18) then becomes

$$C \hat{A}_{x+} + [1 + 2 \cos(2\pi x)](-\Omega \hat{A} + \hat{A}^3 - Q \hat{A}^5) = 0,$$  \hspace{0.5cm} (21)

which can be expected to approximate (4) in the large coupling case for $C \gg 1$ [60].
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FIG. 7. Plot of the localized ghost states on the bifurcation diagram shown in Fig. 6 and their spectrum in the complex plane. Panels (a),(c),(e): unstable solutions. Panels (b),(d),(f): stable solutions. $|u_n|$ and $|v_n|$ are represented by circle and star points, respectively.

Without the periodic potential $2 \cos(2 \pi x)$, Eq. (21) has a front solution given by

$$\tilde{A}(x) = \sqrt{\frac{3}{4Q(1+e^{\Omega})}}, \quad X = \sqrt{\frac{3}{4Qc}}x,$$

when

$$\Omega = \frac{3}{16Q}.$$  \hspace{1cm} (23)

Following [15,24], we will approximate the solutions along the snaking structure by

$$\tilde{A}(x) = \sqrt{\frac{3}{4Q(1+e^{|X-\phi|-Lx/(2x)}}),$$

where $\phi$ is the phase shift distinguishing the two branches, i.e., $\phi = 0$, $X/(2x)$ for the on-site and intersite solutions, respectively. $L$ is the length of the plateau, which is presently an unknown variable.
Using the standard variational argument, requiring (24) to be an optimal solution of (21) implies that \( L \) must satisfy the equation (see, e.g., [62])

\[
\int_{-\infty}^{\infty} \left\{ C \tilde{A}_x + [1 + 2 \cos(2\pi x)]F(\tilde{A}) \right\} \frac{\partial \tilde{A}}{\partial L} \, dx = 0, \tag{25}
\]

where \( \Omega \) is set to be near the Maxwell point (23), i.e., \( \Omega = 3/(16Q) + \Delta \Omega \).

Equation (25) can be simplified at the leading order for \( L \gg 1 \) to

\[
\Delta \Omega = \lim_{L \to \infty} \frac{-2C}{\int_{0}^{\infty} \tilde{A}_x(0) \, dx} \int_{0}^{\infty} \frac{4\pi^2 \sqrt{CQ}}{\sqrt{3}} \, dx
\]

\[
\times \left\{ 4\pi \sqrt{3CQ} \cos(2\pi L) + 3 \sin(2\pi L) \right\}. \tag{26}
\]

The width of the snaking region is then simply given by

\[
W = \frac{2C\pi^3}{3} \text{csch} \left( \frac{4\pi^2 \sqrt{CQ}}{\sqrt{3}} \right) \sqrt{48\pi^2 CQ + 9}, \tag{27}
\]

\[
\approx 16\pi^4 C^{3/2} \sqrt{\frac{Q}{3}} e^{-4\pi^2 \sqrt{CQ}/\sqrt{3}}, \tag{28}
\]

which is exponentially small.

As pointed out by one of the referees, the exponential factor in the approximation (27),(28) is correct, which can be justified in the following way, explained in detail in [63].

The continuous problem (21) involves two scales: a fast scale variable, \( x \), and a slow one, \( X \). These two scales are infinitely separated in the limit \( C \to \infty \), i.e., \( X/x \to 0 \). The front solution (22) contains singularities in the complex plane, the closest to the real axis being \( X_0 = i\pi \), which then leads to the exponential part of the pinning. This was used in [63] to derive the dependence of the pinning range on the front orientation in general 2D pattern forming systems. As for the algebraic factor, \( C^{3/2} \), only a proper exponential asymptotic treatment [see, e.g., [64] for exponential asymptotic analysis for a nonlinear differential difference equation similar to (1)] can establish its exponent. The exponential and algebraic scales in (28) are, however, in agreement with those obtained using exponential asymptotics in [25] for homoclinic snaking on a planar lattice, i.e., of two-dimensional fronts that are localized in one direction only.

We show in Fig. 8(a) the width of the snaking region computed numerically and our approximations (17) and (27). One can see good agreement between them.

Note that Fig. 8(a) does not allow one to check (27) because of the very fast exponential decay as \( C \) increases. We depict in Fig. 8(b) the comparison in a log plot, where it is clear that the approximation deviates from the numeric as \( C \) increases.

Using the function

\[
W = \alpha C^\beta e^{-4\pi^2 \sqrt{CQ}/\sqrt{3}}, \tag{29}
\]

we curve fit the numerical result where we obtain that \( \alpha = 405.03 \) and \( \beta = 1.71 \). There is a slight difference in the algebraic scale, which may be attributed to the step of taking the first harmonic only in Eq. (21).

**VIII. CONCLUSION**

Spatially uniform and localized solutions (site-centered and bond-centered modes) and their bifurcation diagrams that form a snaking structure in a parity-time \( (PT) \)-symmetric coupler composed by a chain of dimers have been discussed. It has been shown that the gain and loss coefficient does not influence the width of the snakes.

In the broken \( PT \)-symmetry region \( \gamma > 1 \), we have also analyzed the continuations of the time-independent solutions, that are called ghost states. Interestingly localized ghost states have also been observed to exhibit a homoclinic snaking in their bifurcation diagrams, with the same width of pinning region as that of the localized solutions with \( 0 < \gamma < 1 \).

Asymptotic approximations of the width of the snaking region have been derived in two different limits, i.e., strong and weak coupling between the dimers. The approximations have
been compared with numerical results where good agreement is obtained.
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